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Abstract. Generative AI offers potential for educational support, but 
often lacks pedagogical grounding and awareness of the student’s learn-
ing context. Furthermore, researching student interactions with these 
tools within authentic learning environments remains challenging. To 
address this, we present JELAI, an open-source platform architecture 
designed to integrate fine-grained Learning Analytics (LA) with Large 
Language Model (LLM)-based tutoring directly within a Jupyter Note-
book environment. JELAI employs a modular, containerized design fea-
turing JupyterLab extensions for telemetry and chat, alongside a cen-
tral middleware handling LA processing and context-aware LLM prompt 
enrichment. This architecture enables the capture of integrated code 
interaction and chat data, facilitating real-time, context-sensitive AI scaf-
folding and research into student behaviour. We describe the system’s 
design, implemen tation, and demonstrate its feasibility through system
performance benchmarks and two proof-of-concept use cases illustrat-
ing its capabilities for logging multi-modal data, analysing help-seeking
patterns, and supporting A/B testing of AI configurations. JELAI’s pri-
mary contribution is its technical framework, providing a flexible tool for
researchers and educators to develop, deploy, and study LA-informed AI
tutoring within the widely used Jupyter ecosystem.

Keywords: AI devices and tools · Pedagogy and LLMs · Learning
Analytics · Open-source

1 Introduction 

Generative AI (GenAI) tools like ChatGPT offer potential for on-demand stu-
dent support, but are generally designed to solve problems rather than support
learning pedagogically [7]. They typically lack insight into students’ learning con-
text (e.g., task, progress, challenges) and can foster r eliance on quick answers over
deeper understanding [6]. Novices struggle to provide effective context [8], lead-
ing to AI responses that may be unhelpful o r misaligned with instructional goals
[16]. Furthermore, research on GenAI in education often r elies on self-reports
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or high-level comparisons, lacking detailed analysis of student-AI interactions 
needed to understand learning mechanisms and design effective, pedagogically-
grounded support [1, 20]. 

Integrating Learning Analytics (LA) with GenAI offers a path forward
[18]. Digital environments like Jupyter Notebooks capture ric h interaction logs
[11]. Analyzing these logs alongside chat interactions can provide the context 
needed for adaptive, real-time interventions [13, 19] and enable research into 
student cognitive and metacognitive behaviours [6, 12]. While Jupyter is w idely
used [3], existing extensions typically focus on isolated f unctions like grading
(NBGrader1) or provide basic logging/tutoring without deep LA integration [5]. 
Recognizing the need for pedagogically-sound AI in programming, researchers 
have developed specialized systems like CodeTutor [14], CodeAid [9], and Code-
Help [17], which use techniques like targeted prompting and avoiding direct solu-
tions. However, these systems often operate separately from the primary coding 
environment, and their design typically does not focus on the analysis of inte-
grated student workflows within that environment. To enable such integrated 
analysis, there is a need for systems that tightly couple fine-grained LA (cap-
turing detailed coding processes and errors) with c ontext-aware conversational
AI tutoring within the notebook environment. This integration could bridge
the gap between flexible LLMs and more structured learning systems, enabling
personalized feedback based on student models and promoting more effective
help-seeking [2]. 

To address this gap, we present JELAI (Jupyter Environment for Learning 
Analytics and AI ), an experimental platform integrating LLM-based tutoring 
with an LA pipeline inside Jupyter notebooks (Fig. 1). JELAI is designed as a 
modular, e xtensible framework to:

1. Capture and process fine-grained student activity (code edits, executions, 
errors) and chat interactions into meaningful learning traces.

2. Enrich LLM prompts with real-time context (e.g., recent code, errors, objec-
tives, chat history) for adaptive scaffolding.

3. Provide a platform for educational research on student-AI interaction patterns 
and the impact of different AI configurations (e.g., prompting strategies),
leveraging the integrated nature of the interaction data.

This paper details JELAI’s architecture, implementation, and demonstrates 
its feasibility through preliminary system performance data and two proof-of-
concept use cases. The primary contribution is the technical design and imple-
mentation of a platform enabling LA-informed AI tutoring within a widely used
educational environment. The open-source repository (BSD-3-Clause license) is
available for use and collaboration2.

1 https://nbgrader.readthedocs.io/en/stable/. 
2 https://github.com/mvallet91/JELAI. 
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2 System Design and Implementation 

The design of JELAI was guided by several key requirements necessary for inte-
grating LA with AI tutoring effectively within an educational context:

– Granular Data Logging: Capture fine-grained interaction data (code edits, 
executions, errors, chat) as the foundation for LA and context-aware AI [11, 
18]. 

Fig. 1. JELAI Interface: Jupyter Notebook with integrated AI tutor (Juno).

– Real-time Context Enrichment: Leverage logged data to provide LLMs 
with immediate context (recent code, errors, conversation history, task goals)
to improve relevance and mitigate generic responses [16]. 

– Pedagogical Alignment & Scaffolding: Allow instructors to configure AI 
behaviour (via system prompts, intervention strategies) to align with learning 
objectives and enable adaptive scaffolding based on student activity [2, 12]. 

– Modularity and Extensibility: Design components (logging, LA, LLM 
interaction) independently to facilitate updates, integration of new tech-
niques, and research experimentation.

– Scalability and Privacy: Support multiple concurrent users efficiently while 
ensuring data isolation and privacy, particularly when using local LLMs.

To meet these requirements, JELAI is implemented as a modular, container-
ized system using open-source technologies (Docker, JupyterHub, JupyterLab,
Ollama) and custom Jupyter extensions (Jupyter-Chat, JupyterLab-Pioneer).
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Fig. 2. JELAI System A rchitecture.

JELAI is deployed using docker-compose, simplifying setup and ensuring user 
isolation for scalability and privacy.

The architecture (Fig. 2) comprises four main components:

1. User Notebook Container: Hosts the student’s JupyterLab instance.
It includes the Jupyter-Chat3 extension for the AI tutor in terface
and the JupyterLab-Pioneer4 extension for capturing detailed teleme-
try (keystrokes, cell executions, errors, UI interactions). An Interaction 
Handler within this container preprocesses student chat messages, enriching 
them with immediate cont ext (e.g., recent edits and errors, task objective)
before forwarding them.

2. Middleware Container: Acts as the central orchestration hub. It contains 
the Learning Analytics Module, which processes incoming telemetry logs 
and chat data, potentially storing them or making them available for real-time 
analysis. It also houses the LLM Handler, responsible for retrieving relevant 
conversation history and context from the LA module, applying instructor-
defined pedagogical rules or scaffolding logic (e.g., modifying prompts based
on recent student errors or help-seeking patterns), constructing the final
prompt, and managing communication with the LLM Server.

3. JupyterHub Container: Manages user authentication, spawns individual 
User Notebook Containers, and handles pro xying, enabling multi-user deploy-
ment.

4. LLM Server: Provides the interface to the chosen language model. JELAI 
uses Ollama to support various local open-source LLMs, ensuring data privacy

3 https://github.com/jupyterlab/jupyter-chat. 
4 https://jupyterlab-pioneer.readthedocs.io/en/latest/. 

https://github.com/jupyterlab/jupyter-chat
https://jupyterlab-pioneer.readthedocs.io/en/latest/
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and control, but can also be configured to connect to external APIs compatible
with the OpenAI standard.

A typical interaction workflow proceeds as follows: (1) A student inter-
acts within their JupyterLab notebook (e.g., writing code, running cells). (2) 
JupyterLab-Pioneer logs these actions and sends them asynchronously to the 
Middleware’s LA Module. (3) The student sends a message to the AI tutor 
via Jupyter-Chat. (4) The local Interaction Handler intercepts the message, 
adds immediate context (e.g., code from the current cell), and sends it to the 
Middleware. (5) The Middleware’s LLM Handler retrieves the message, fetches 
relevant context from the LA Module, applies any configured pedagogical logic 
or prompt engineering, and sends the final, context-enriched prompt to the LLM
Server. (6) The LLM generates a response, which is sent back through the Mid-
dleware to the Jupyter-Chat interface for the student. This architecture ensures
that AI responses are informed by both immediate actions and broader interac-
tion history, allowing for more adaptive and pedagogically relevant support.

3 Proof-of-Concept Demonstration 

To demonstrate JELAI’s feasibility and capabilities for capturing interaction 
data and enabling comparative studies, we conducted preliminary evaluations 
focusing on system performance and two use cases. These serve as proof-of-
concept illustrations rather than conclusive studies, given the small sample sizes
inherent in initial system testing.

3.1 System P erformance

JELAI demonstrated stable performance on an A40 GPU. With local LLMs, such 
as Llama3.1-70b and Gemma2-27b, average response latencies were 5–9 s and 2– 
3 s, respectively, acceptable for interactive use. Telemetry processing occurred in 
near real-time. The JupyterHub deployment supported 20+ concurrent users on 
a m oderate server (6 CPU cores, 16GB RAM) with low per-user resource con-
sumption (CPU < 0.25 cores, RAM 400MB steady state), indicating potential
for scalability.

3.2 Use Case Examples

Two small-scale studies illustrate JELAI’s data collection a nd experimental capa-
bilities.

1. Help-Seeking in Python Course (N=18): JELAI was used over 7 weeks 
in an introductory Python course. It logged student code interactions and chat 
messages with an LLM tutor (Llama3.1-70b). We categorized chat prompts
into instrumental vs. executive help-seeking [15]. Demonstration: JELAI suc-
cessfully captured granular, integrated data streams (code activity, chat logs, 
help-seeking types). This capability allows for exploring relationships between
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coding behaviours, help-seeking patterns (e.g., relative frequency of executive 
vs. instrumental requests), and external measures like grades, as well as iden-
tifying specific interaction sequences (e.g., help-avoidance despite errors, post-
completion verification checks) for qualitative analysis.

2. Prompt Comparison Pilot (N=19): This study demonstrated JELAI’s 
use for A/B testing AI configurations. Novice programmers worked on 4 data 
science tasks using JELAI with either a generic "helpful assistant" prompt or 
a "pedagogical" prompt (Gemma2-27b). Demonstration: JELAI facilitated the 
comparison by logging interactions for both groups and automated classification 
of learners. The pedagogical prompt increased dialogue length (17.7 vs. 10.7 
messages) and engaged in primarily instrumental (27.9% vs. 59.6%), rather than
executive requests. Programming logs allowed us to hypothesize: unprompted
students ran more code (12.8 vs. 8.3 executions) and encountered more errors
(7.4 vs. 5.3), a behaviour consistent with productive struggle.

Together, the pilots confirm that JELAI sustains realtime responsiveness, 
surfaces actionable helpseeking signals, and enables real-time behaviour a nalysis
and rapid A/B testing of prompt designs without infrastructure changes.

4 Discussion and Future Work 

This paper presented JELAI, a novel, open-source technical platform integrat-
ing LA and AI tutoring within Jupyter Notebooks. Its modular architecture 
allows context-aware AI interaction and, crucially, supports research into student 
behaviour with GenAI by enabling flexible configuration and data capture. The 
proof-of-concept demonstration confirmed system stability a nd its capability to
capture rich, multi-modal data for analyzing interaction patterns and comparing
pedagogical strategies, although the preliminary studies require validation with
larger samples.

Key limitations include the computational cost of powerful local LLMs 
(though rapidly improving models mitigate this) and the technical expertise 
currently needed for configuration. Future work will focus on: 1) Enhancing AI
interaction with multi-step processing for real-time help classification and proac-
tive interventions [4]. 2) Simplifying configuration via templates a nd higher-level
indicators [10]. 3) Integrating RAG and AI Agents for improved tutoring and 
tool use. 4) Improving interoperability via standards like xAPI and LTI [11]. 5) 
Enabling student collaboration features. Research will further investigate how 
JELAI can foster instrumental help-seeking and whether guided AI dialogue 
improves learning outcomes. In summary, JELAI’s main contribution is its flex-
ible technical framework, designed to enable pedagogically-informed, LA-driven 
AI tutoring research and development within a widely used educational envi-
ronment, with ongoing work focused on enhancing its usability, capabilities, and
interoperability.
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